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ABSTRACT 

 

Poverty is increasing within some neighbourhoods in the City of Toronto. In the past, 

suburban expansion was documented as having a strong inverse relationship with poverty 

in the inner city; as the city expanded outward, poverty increased. Recently, the priorities 

of the municipal government have shifted from developing former suburbs to a focus on 

improving public services in neighbourhoods now considered as “in distress”.  

 Recent literature suggests that it may be possible to utilize remotely sensed imagery as a 

data proxy in social science investigations. The benefit is that satellite and aerial images 

can be acquired much more frequently than traditional data sources such as census 

information. This research determined the extent of urban growth from 1994 to 2005 in 

the heavily urbanized southern portion of the Toronto Census Metropolitan Area (CMA). 

In addition, it attempted to recognize a relationship between ortho-photos and census 

variables in a GIS environment. The hypothesis is that extracted image texture can be 

used as a surrogate indicator of neighbourhood vitality in the City of Toronto. The 

advantage for public officials and planners would be the ability to apply this relation to 

examine poverty/inequality issues more often. This would allow for action to be 

undertaken sooner. The results showed that it was not possible to relate image texture 

measures to variables from distressed neighbourhoods. This may be related to Toronto’s 

underlying social complexities and changing urban structure. 
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Chapter 1: Introduction 

 An issue that has occupied sociologists is urban poverty/inequality brought about by 

segregation (Van Kempen, 1994). Studying urban poverty has been a tradition in North 

America long since the establishment of the Social Science Review which was founded 

in 1927. In its first years, one in five papers published by this journal wrote about poor 

relief systems or social insurance abroad, mostly in European countries. Over time 

poverty studies began focusing inward and less globally (Glennerster, 2000). 

 The amalgamated City of Toronto is the largest city in Canada and attracts many 

businesses with thriving markets in tourism, design and manufacturing, and entertainment 

(City of Toronto, 2008). Despite its prosperity, poverty in the City of Toronto has 

increased since 1981 when it was primarily concentrated in the old City of Toronto. The 

United Way released a report which states poverty has spread into the inner suburbs of 

the amalgamated City of Toronto, e.g. North York, Scarborough (United Way of Greater 

Toronto, 2004) (Fig.1). Some key findings were that the number of poor families has 

increased 69% (73,900 to 124,000) between 1981 and 2001 and the number of very high 

poverty neighbourhoods has increased by 43% since 1981 (3 to 7). Thirteen priority 

neighbourhoods in the City of Toronto now exist and are subject to investigation for 

better public service investments (The United Way, 2008).  

 Another report by the Centre for Urban and Community Studies (CUCS) at the 

University of Toronto studied the distribution of income and other data from the 1971 

and 2001 censuses and grouped the city’s neighbourhoods based on whether average 

income in each neighbourhood increased, decreased, or was stable over the thirty year 

time period. Their results found that the city’s neighbourhoods are polarized by income  
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Figure 1.1 – Pre-amalgamated City of Toronto with former (inner) suburbs 



 

and other ethno-cultural characteristics and the affluent and poor are concentrated in 

distinct areas (Centre for Urban and Community Studies, University of Toronto, 2007).  

Policy makers and public officials, such as divisions within the municipal government of 

the City of Toronto, to a large degree depend on the Canadian Census as a source of 

social data to examine spatial trends, in a GIS environment, taking place within their city. 

Imperative actions needed by officials to allocate vital services in deteriorating 

neighbourhoods may be long over due with the release of census data every five years. 

An alternate source of data is needed that is not only released more frequently but is also 

applied in urban planning. Remotely sensed data has these qualities and is released to the 

public at no cost (depending on its source). It also has been used increasingly in urban 

environment analyses because they provide urban planners with crucial data needed for 

urban analyses (De Paul, 2007). Urban monitoring using remotely sensed data consists of 

1) land use change detection (identifying type, amount and location of changes) and 2) 

land use impact analysis (evaluates the effects of such impacts to the environment). 

Studies such images, as part as Li and Weng (2007) and Jensen and Gatrell (2005) have 

reported on using remotely sensed data, extracted from of their social investigations in 

quality of life assessment and texture-census regression respectively.  

 Gentrification is driven by two mechanisms: by profit which may have unjust effects on 

the poor and working class, or to improve social infrastructure (Caulfield, 1994). 

Gentrification of poor neighbourhoods is a practice that has been applied in Toronto’s 

neighbourhoods since the 1970’s. This was brought about after the 1950s and 1960s 

when the municipal government made it a priority to expand the suburbs at the expense 

3 
 



 

of inner city areas (Goliath, 2004). This type of urban development is called sprawl 

which can be defined as:  

a pattern of urban and metropolitan growth that reflects low-density,  

automobile dependent, exclusionary new development on the fringe of  

settled areas often surrounding a deteriorating city (Jargowsky, 2002). 

 A common trend found in major cities is the movement of the more affluent (or those 

who are able) to relocate to the suburbs to escape stresses found in the inner city, thus 

widening the gap between richer and poorer neighbourhoods (Heisz and Mcleod, 2004). 

Suburban sprawl could then be said to be a contributor to social segregation (Jargowsky, 

2002). The shift of blame towards the suburban development for the woes found in the 

City of Toronto may have been warranted back when the emphasis by the municipal 

government was on suburban development. The emphasis, as mentioned, seems to have 

shifted more towards the re-development of areas within the City of Toronto. However, 

with the increasing poverty and social exclusion recently reported in the City Toronto, 

one may question how much sprawl in the inner suburbs is occurring and to what degree 

it affects inner city poverty today. Though the city may have a history of suburban sprawl 

related poverty (Squires, 2002), this trend may not be static through out time. With 

gentrification to improve social infrastructure occurring in poor neighbourhoods (for 

example the Regent Park Revitalization City Initiative (City of Toronto, 2007)) and other 

parts of the city, the attraction suburban sprawl may have in alluring residents away from 

the inner city may not be as influential in more recent times than it may have been almost 

50 years ago. The post amalgamated City of Toronto may be facing different challenges 

that bring about poverty in its inner suburbs, such as low-income families moving to the 
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inner suburbs to find affordable housing which is proving increasingly elusive (CTV.ca 

News Staff, 2004).  

. Suburban sprawl can be detected with the aid of extracted image data, i.e. texture. 

Texture is associated with urban applications of change detection because it is able to 

distinguish urban features from other types well, thus raising the accuracy of land cover 

classifications (Forsythe and Waters, 2006; Hong et al., 2005). Since texture is already 

related to the urban landscape, if texture can also be related to urban poverty 

characteristics then perhaps varying values of texture may give insight to degrees of 

poverty within neighbourhoods. Since suburban development commonly starts out by 

building low-density, relatively more homogeneous (or low heterogeneous) areas, a 

hypothesis can be developed using texture. Areas of low heterogeneity (spaced out 

housing, large lawns/yards, less compaction of varying surfaces) can be associated with 

the once viewed, stress-free lifestyle of suburbs. Areas of higher heterogeneity (higher 

dense, small residential lots, compaction of varying surfaces) can be associated with a 

possibly more stressful lifestyle of the inner city. Public officials and planners can then 

benefit from analysing urban poverty trends using texture on more frequent basis. Thus, 

allowing them to plan and develop policies more timely. However, texture’s relation to 

urban poverty has yet to be proven on a consistent basis, and for the City of Toronto.  

  

1.1 Research Objectives 

 Though not the main objective, the first portion of this research will utilize texture 

(among a few other image transformations) to distinguish urban features and perform a 

change detection to isolate urban development that had occurred between 1994 and 2005 
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for the City of Toronto, within the Toronto CMA using Landsat images. This will give an 

idea as to how much new urban development has occurred within the inner suburbs of the 

amalgamated City of Toronto (in relation to urban development occurring in the rest of 

the CMA) and if this portion seems reasonable to blame for the increasing 

poverty/inequality currently in the city.  

 The main focus of this research is to reveal a relation between image texture and 

neighbourhood vitality, from a time series analysis, with the goal of designating texture 

as a surrogate indicator of poverty. This will be carried out by first creating mosaics of 

ortho-photos for the City of Toronto for 1997 and 2005. Had this research been able to 

create mosaics of the Toronto CMA, the spatial effects between the City of Toronto and 

its surroundings would have been examined since the two are inter-related, economically 

for example (e.g. job opportunities, affordable housing, people travelling to work).  

 Ortho-photos were used because of their very high resolution which will allow subtle 

urban features to be detected. Satellite images offer coarser resolutions that would offer 

lower precisions. Texture analysis will be performed on both mosaics to extract contrast 

texture values. The mean contrast values from the 1997 and 2005 mosaics will be 

calculated for census polygons for the City of Toronto for 1996 and 2006 respectively. 

After joining a set of neighbourhood vitality indicators to the census polygons for both 

years, regressions will be produced using the mean contrast values as the dependent 

variable. To give insight into the spatial differences within the City of Toronto, three 

study area extents will be examined through regression for each year, i.e. 1996 and 2006: 

1) thirteen priority neighbourhoods, 2) all neighbourhoods in the City of Toronto 

excluding the thirteen priority neighbourhoods, and 3) and all neighbourhoods (City of 
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Toronto). Therefore, six regression models will be produced in total. The regression 

model results will demonstrate how significant the relationship is between areal texture 

and areal/neighbourhood vitality indicators for the City of Toronto.  
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Chapter 2: Literature Review 

2.1. History between Urban Growth (Sprawl) and Poverty  

 Cities experience growth, commonly outwards and beyond the boundaries of the main 

core. This development is uneven because lower populations settle outside the inner city 

in the suburbs while higher populations are found in the inner city. Suburbs have evolved 

from the traditional dormitory communities to new industrial poles generating the 

“suburbanisation” of employment and living opportunities (Gilbert, 2004). The word 

“sprawl” has been used on occasion by scholars, public officials, and community 

organization leaders who tangle with the variety of tests brought by urban life (Squires, 

2002). Among the issues caused by urban sprawl, aside from others such as concern for 

the environment, is that of poverty. 

 Sprawl, as Rivers (2004) states, is associated with and equally responsible for “broader 

environmental degradation and societal dislocation”. Toronto first began with a core and 

suburbs (i.e., the suburbs which are now part of Toronto since amalgamation in 1998). 

After WWII, Toronto was considered the financial and industrial centre of Canada. It was 

described as a vibrant region with a safe and diverse urban core (Donald, 2002). 

However, in recent decades, poverty in countries across North America and Europe has 

become more concentrated and fixed in particular areas of large cities (Bradford, 2007), 

such as Toronto. Solomon (2007) gives a detailed historical account of sprawl for the 

City of Toronto beginning in the early 20th century. In short, Toronto started receiving 

large waves of immigrants around 1931. Crowded districts raised concerns of moral and 

public health. People were then encouraged to relocate to the outskirts of Toronto in fear 

of such conditions leading to deviant behaviour, a cause that would then lead to sloth and 
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poverty, lack of hygiene and disease. Movements, such as The Garden City Movement in 

the U.K., seeded the notion of relocating and building in the suburbs of City of Toronto 

with visions of a clean, open environment and access to services but were aimed in 

particular to the more affluent (Solomon, 2007). But the movements were failures in that 

they did not pull enough people. Suburbs in the 1950’s, like North York, had sub-

standard living conditions and falling levels of education. The tax-base in these areas was 

not prepared to provide governments with funding for required services. Services and 

living environments may begin to decay reducing neighbourhood vitality as services 

migrate to the suburbs.  

 The appeal of living in suburbs in the past was separation from the possible challenges of 

city life such as poverty and racial conflict. Wealthier households in pursuit of such 

lifestyles moved to suburbs which in turn can caused middle-income families to then 

move from the centre of the city to take the place of the wealthier families, leaving 

behind low income families to represent a larger portion of the tax base (Squires, 2002). 

Neighbourhoods comprised of less-well-off households where low income rates exceed 

40% are then considered low income neighbourhoods (Heisz and Mcleod, 2004).  

 Urban build-up, or sprawl, is relevant to the economic segregation and the concentration 

of poverty. As Jargowsky (2002) explains, the process is a spiral between the “pull” of 

suburban life that extracts people away from the city core and the “push” of people to the 

suburbs because of unfavourable neighbourhood attributes. The relative balance between 

the “pull” and “push” varies over time, so, as Jargowsky states, an argument is pointless 

as to which of the two forces drives the process of sprawl and urban decay.  
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 Today urban sprawl or urban change has continued on the outskirts of the City of 

Toronto: building permits have risen hitting a high in 2005, and new housing construction 

was maintained within the recent decade (Statistics Canada, 2006). Yet poverty 

conditions are still present within the inner city and former suburbs to this day with high 

poverty neighbourhoods having increased as well (MacDonnell, 2007).  

 Despite the common trends in history of suburban sprawl related poverty in developed 

inner cities, movements have changed and priorities are now focusing on improving the 

inner city infrastructure for sustainable urban development (City of Toronto, 2008). 

Examples are community conversations where Torontonians may voice their opinion in 

public meetings about how poverty may be reduced. Migrations to the suburbs may not 

be as apparent anymore and quite possibly the opposite may be occurring. Crime in the 

City of Toronto has been reduced overall (with the exception of homicides) (Toronto 

Public Service, 2008), and cultural positives such as places of worship, learning 

academies and other meeting places have been sprouting in strip plazas for newly arrived 

Canadians (e.g. Wexford area in Scarborough). Therefore, it is possible that suburbs are 

not to be blamed for the inner city woes as Toronto’s inter-complexities have changed in 

coping with changing economic realities, waves of new Torontonians, and an 

infrastructure from 50 years ago (Soknacki, 2007).  

2.2 Neighbourhood Poverty in Toronto and Measuring Vitality 

 Poverty is an issue that has not been fully understood because of how it has been 

approached. Seen as a homogenous mass, populations living in poverty have been 

handled with standardized programs of assistance, intended to serve the public at coarser 
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spatial levels than more localized ones. Mismatches between local needs and solutions 

are bound to occur (Kotler et al., 2006).  

 The amalgamated City of Toronto today consists of several smaller clusters of low 

income neighbourhoods that surround a much more affluent downtown; unlike other 

Canadian CMA’s which have one low-income cluster in the downtown core (Heisz and 

Mcleod, 2004). The City of Toronto and The United Way have identified 13 priority 

areas (neighbourhoods) that require immediate attention. These areas have been targeted 

for social investment and support through various social programs (The United Way, 

2008). They were identified by isolating neighbourhoods where there was a 20% larger 

than average population for particular social services, and neighbourhoods that were 20% 

worse than the amalgamated City of Toronto average on vitality indicators (Strong 

Neighbourhoods Task Force, 2005).  

 Statistics Canada has always resorted to low income measures as indicators to measure 

the extent of how not well off some Canadians are on the basis of income (Income 

Statistics Division, Statistics Canada, 2007). The low income cut-off (LICO), the most 

commonly accepted Canadian poverty measure, was developed over 40 years ago to 

measure relative income distribution (Chase, 1993). LICOs have been used by analysts 

who wanted to study the characteristics of the relatively worse off families in Canada 

(e.g. a social indicator, a characteristic of one’s standard of living and relative place 

within the economy (Chase, 1993)). However, Statistics Canada clearly emphasized that 

they are quite different from measures of poverty and have not been endorsed by 

Statistics Canada as such (Statistics Canada, Household Surveys Division, 1998). Despite 

the low income cut-off being described as supporting the relative “notion” of poverty and 
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a valid measure, it does not account for the cost of living. It also includes a variety of 

people, many who may not consider themselves as poor/worse off (Low, 2008).  

 The City of Toronto set out to explore a list of neighbourhood vitality indicators, through 

Gilmore Hankey Kirke (GHK) Consulting, and released a report in 2005 with a set of 

possible variables that could potentially be applied in neighbourhood condition 

investigations (Doblias and Battye, 2005). Formulated from similar indicator reports 

conducted in other parts of the world, the list composed for Toronto was created for its 

neighbourhoods by not only using the quantitative indicators used elsewhere, but also a 

number of qualitative measures that focus more precisely on the community. The 

indicators are lengthy to list and comprise several domains that encompass certain 

sections of vitality.  

2.3 Social Science collaborating with Remote Sensing 

 Researchers have been merging social science data with remote sensing data in analyses 

for different purposes. Some researchers have explored how to effectively display areal 

census data spatially for visualization and analysis, e.g. Martin (1989) suggests 

interpolation from population weighted centroid locations (of census polygons) derived 

from a grid. This resulted in a raster where cells were assigned weights representing the 

probability of a cell receiving a portion of the current centroid’s population. The 

dasymetric approach can be used to dis-aggregate census data at a fine spatial resolution 

by using remote sensing in a GIS environment (Chen, 2002) by essentially transforming 

socioeconomic data from arbitrary zones into a physical geography which can then allow 

correlations to be established between land divisions and zonal census data (Chen, 1998).  
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 Other researchers have done much work to use census data as ancillary information for 

remote sensing image classification purposes. Different applications can be found in 

work by Hutchinson (1982), Sadler and Barnsley (1990), and Vogelmann et al. (1998) 

who utilized area-based census data where confusion between land classes could not be 

resolved initially by the classification algorithm, thus applying GIS data to assign classes 

to unresolved pixel clusters.  

 And other researchers focused on the scale effect and the zonal effect using area-based 

census data. Many data sets are available only at spatial levels of association that are 

lower than that in which they were collected. Aggregation (reducing a larger number of 

areal units to smaller number of areal units in a given area) changes the values of any 

statistical analysis for the variables in two different ways. The change in scale causes a 

loss of information due to fewer data values to work with. This is the scale effect. The 

second affect the size of the larger areal units which the smaller areal units will be 

aggregated to will affect any statistical analysis. This is the zonal effect. Both effects 

make up a geographic research concern called the modifiable areal unit problem (MAUP) 

which will cause statistical results to vary (Dark and Bram, 2007). Any attempts to apply 

results taken from lower levels (e.g. census tracts, enumeration areas) to higher levels 

(individuals, households) is known as ecological fallacy (Dudley, 1991). Flowerdrew and 

Green (1992) describe several methods that estimate values from a source data set to a 

target data set, with both sets differing in spatial resolution, e.g. areal interpolation based 

on weighting.  

 Though much work has been applied to joining zonal census data and pixel-based remote 

sensed data, little work has been done to identify correlations between the two sets of 
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data (Chen, 2002). Wilkinson (1996) describes three main ways in which remote sensing 

and GIS data (including census data) have been used to enhance each other:  

(1) remote sensing is used like a tool to collect data for use in GIS - detecting urban 

expansion (Cheng and Masser, 2003),  

(2) GIS data used as ancillary data to improve remotely sensed derived products (as 

described earlier), and  

(3) GIS and remote sensing are both used together for modeling and analysis – estimating 

population and residential density (Landford et al., 1991).  

The integration of the census data and remote sensing data has also been used to identify 

poverty pockets, locate housing sites for low-incomers, and assess the quality of life (Lo 

and Faber, 1997).  

 Thus far, these methods have involved census data converted from vector to raster 

formats because of the similarity of remote sensing and raster GIS data models. 

Expansion in integrated GIS software packages allows the extraction of image data based 

on GIS polygons (Wicks et al., 2002).  

2.3.1 Aggregating remotely sensed data to areal polygons 

 The conceptual work for integrating extracted image data with socioeconomic data was 

laid out by Chombart de Lauwe, a French sociologist who was interested in using aerial 

photography and developed the concept of “l’espace social” (social space) in 1952 (Lo 

and Faber, 1997). Chombart de Lauwe was known for developing this concept for quality 

of life assessment. Only two pieces of literature were found which integrated remotely 

sensed data to census polygons for analysis. Li and Weng (2007) studied the quality of 

life in Marion County (Indianapolis), Indiana, USA. They were able to aggregate remote 
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sensing image characteristics to the block group level. The goal was to integrate a list of 

quality of life indicators comprised of derived census variables (e.g. population density, 

percentage of college above graduates, unemployment rate) and environmental variables 

(greenness, impervious surface and temperature from a Landsat ETM+ (Enhanced 

Thematic Mapper Plus) image) of the study area. Factor analysis was performed on the 

list of indicators to reduce the dimensionality and redundancy seen through high 

correlations between variables in a matrix as a preliminary analysis. They used factor 

analysis because it has the Kaiser-Meyer-Olkin, KMO, and Bartlett’s test which display 

whether redundancy has been removed. Once redundancy is removed the data is suitable 

for factor analysis. They went on to create spatial indices each one characterizing an 

aspect of quality of life. The indices were based on the factor loadings of entered 

variables and amount of variance explained. The indices were then regressed back against 

their variables. Their results produced high values of coefficient of determination (R2). 

The research demonstrates that remote sensing and social data (census data) were 

integrated for social science purposes.  Integration does, however, imply converting the 

format of one data type so as to use it in an environment that is familiar to the other, e.g., 

the aggregation of remotely sensed data to census polygons, thus bring MAUP into the 

fold.  

 Jensen and Gatrell (2005) integrated remote sensing data with census data. Though their 

work was briefer than Li and Weng (2007) they too aggregated remote sensing data, in 

this case texture, to census block groups. They simply performed regression analysis and 

found that median income was positively correlated with texture for the city of Terre 

Haute, Indiana, U.S.A. They went on to say that differences in texture may provide a 
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“starting point” for professionals to select areas in an urban environment for further 

analysis. They suggest that local government officials, planners, and others may one day 

be able to use such a geo-technical integration which fosters the development of new, 

novel, and effective classification systems. The integration also benefits from an 

advantage of remote sensing data, i.e. more frequently available image data. Though 

there may be other sources of information on residents, such as customer data and survey 

data, these may come at acquisition costs the researcher may not be able to afford (i.e., 

time to acquire customer data or draft, survey and analyze survey data). Indicators for 

Toronto may require information from sources not readily available (e.g. neighbourhood 

safety indicators such as crime statistics sourced from police services). Other information 

may come from standard 5 year released census data. Remote sensing platforms have 

high data acquisition frequencies that are referred to as temporal resolutions (e.g. Landsat 

Thematic Mapper (TM) 5 acquires an image over the same area every 16 days) (Jensen, 

2000). Incorporating remote sensing in social science studies provides information for 

more frequent trend analysis.  

2.4 Detecting Urban Change in Remote Sensing with Texture Properties 

 Change detection in remote sensing focuses on land cover variations occurring on the 

ground by analyzing multi-temporal remote-sensing images (Bruzzone and Bovolo, 

2007). Fostered by sprawl, the City of Toronto has expanded in the CMA changing the 

face of natural environments. This creates a diverse landscape of anthropogenic and 

natural materials such as concrete, asphalt, metal, water, grass, trees, shrubbery, and soil 

(Jensen and Gatrell, 2005). Detecting this change can be approached using remote 

sensing by observing “temporal variation in spectral response involving situations where 
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the spectral characteristics of cover types in a given location change over time” (Hoffer, 

1978).  

 It has been argued that the best method to determine urban change is through image 

radiometry (Ridd and Liu, 1998). Methods of unsupervised classification or supervised 

classification have been utilized for such goals. Classification errors will however ripple 

throughout the analysis. Therefore, it is recommended that radiometry be directly used 

for efficiency, that is if the images acquired are year to year and from the same satellite 

platform (Forsythe, 2003). 

 New approaches have incorporated the use of image texture to improve results. Texture 

measures worked very well in distinguishing urban built-up areas, and between those 

urban and agricultural features that have similar spectral signatures when used in 

classification procedures (Forsythe and Waters, 2006). Texture also isolates areas 

differing in homogeneity/heterogeneity (PCI Inc., 2003). Texture has been used to detect 

urban development as seen in Forsythe (2003) who studied the Toronto CMA, as well as 

in Sun et al. (2007) who studied the Calgary CMA and found an increase in the overall 

classification accuracy. 
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Chapter 3: Study Area(s) 

In order to exhibit sprawl for the City of Toronto the study area must consist of a large 

region, one that shows sprawl relative to a large urban base core such as a city. The 

Toronto CMA will serve as the first of two study areas in this paper to reveal sprawl that 

has occurred between 1994 and 2005. The second area will be the City of Toronto post 

amalgamation. It will be used to examine the relations between social indicators and 

remote sensing data (texture) in a GIS environment. The processing time and data storage 

for the second part of the analysis required that only the City of Toronto be examined.  

3.1 Toronto CMA 

 The first study area consists of a portion of the Toronto CMA (Fig. 3.1). A CMA is made 

up of one or more adjacent municipalities centred on a large urban area (also known as an 

urban core, i.e. City of Toronto). The census population count must be at least 100,000 

people to form a CMA (Statistics Canada, 2002). In Figure 3.1 the CMA is made up of 

almost a dozen municipalities (some in portions): Vaughan, Brampton, Mississauga, 

Milton, Oakville, Richmond Hill, Markham, Halton Hills, Pickering, King, Caledon, 

surrounding Toronto. Toronto has been the third fastest growing city in North America 

behind Los Angeles and Dallas (Lorinc, 2001). 
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Figure 3.1 – Study Area Toronto CMA 

 



 

3.2 City of Toronto 

 The second area is the City of Toronto consisting of neighbourhoods (Figure 3.2) that 

have been developed by the Social Policy Analysis and Research (SPAR) unit in the 

City’s Social Development & Administration Division with assistance from Toronto 

Public Health. The boundary criteria for the neighbourhoods include:  

1. a basis of an Urban Development Services Residential Communities map,  

2. a make up of more than one census tract,  

3. population of at least 7,000 – 10,000,  

4. a joining of similar adjacent areas if first two criteria are met based on the 

population percentage of low income households,  

5. respecting existing boundaries, and 

6. preserving small neighbourhoods so services can include them in their service 

area, and “manageable” number of neighbourhoods for presentations/reports. 
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 Figure 3.2 – Neighbourhoods of Toronto 

Source: http://www.toronto.ca/demographics/profiles_map_and_index.htm 

 



 

Chapter 4: Data Sets 

 The data collected for this report have been divided into part A and part B. Part A lists 

data used for urban development change detection between two Landsat TM images from 

1994 and 2005. Part B will use aerial image data from 1997 and 2005 in combination 

with GIS data and census data to reveal any relations. 

Part A 
2 Landsat TM images: July 11, 1994 and July 25, 2005 (Toronto CMA) 
 - Resolution: 30 metre  
 - Spatial Reference: GRS 1980 Transverse Mercator  
 - Datum: GRS 1980 
 - Source(s): Professor Wayne Forsythe & Professor Andrew Millward (Ryerson  
  University) 
 
Part B 
Ortho-photographs 

(i) City of Toronto Ortho-photos 1997 (Land Information Toronto, 1997) 
‐ Resolution: 0.5 metre 
‐ Spatial Reference: UTM 
‐ Datum: 3 Degree 

(ii) City of Toronto Ortho-photos 2005 (First Base Solutions, 2005)  
‐ Resolution: 0.2 metre 
‐ Spatial Reference: UTM Zone 17 
‐ Datum: Horizontal, NAD83 

Shapefiles 
(i) 1996 Enumeration Area Units of the City of Toronto (Statistics Canada, 1996) 

‐ Spatial Reference: GCS North American 1983 
‐ Datum: North American 1983 

(iii) 2006 Dissemination Area Units of the City of Toronto (Statistics Canada, 2006)  
‐ Spatial Reference: GCS North American 1983 
‐ Datum: North American 1983 

(iv) Priority Neighbourhood Areas (City of Toronto, 2005). 
‐ Spatial Reference: GCS North American 1927 
‐ Datum: North American 1927 

Census Data: 1996 and 2006 at Enumeration Area (EA) and Dissemination Area (DA)  
  level respectively (Canadian Socio-Economic Information Management  
  System (CANSIM), 2007) 
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Chapter 5: Methodology & Results (Part A) 

5.1 Data Processing: Noise/Haze Reduction Image Fusion, & Transformations 

 Before performing the unsupervised classification, the 1994 and 2005 images were first 

sub-setted so that they both shared similar extents and covered the same geographic area 

of the Toronto CMA. 

5.1.1 Noise/Haze Reduction 

 The 2005 image, since it was to be classified, was processed to reduce both noise and 

haze interference. Haze is made up of trace gases and particle matter. Toronto 

occasionally experiences a thin layer of brown haze in the summer months, usually in 

July and August with conditions of low wind speeds and temperature inversion (Megaw 

et al., 1974). Aside from haze being hazardous to health, it also scatters radiation which 

can severely reduce the information content in an image until a point where the image 

loses contrast and it becomes hard to distinguish one object from another (Jensen, 2000). 

Earth Resources Data Analysis System (ERDAS) Imagine software carries both haze and 

noise reduction tools. The Haze Reduction tool reduces the overall haze using a Tasseled 

Cap transformation, yielding and removing a component correlated with haze. The Noise 

Reduction tool reduces noise while preserving the subtle details in an image. 

 Transformations of the 2005 image were processed to extract spectral information from 

the image that would display certain land features better for classification. The extracted 

spectral information can be interpreted as “features”, remote sensing scene objects with 

similar characteristics. “Feature Extraction” encompasses a broad range of techniques, 

including some widely used techniques as the Normalized Difference Vegetation Index 

(NDVI), Principal Component Analysis, and Texture Analysis. Derived information from 
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such techniques can be used as inputs to more advanced feature extraction techniques 

such as feature classification (Anderson, 2008). 

5.1.2 NDVI 

 The first transformation performed was a Normalized Difference Vegetation Index 

(NDVI). First developed by Rouse et al. (1974), NDVI enhances the spectral differences 

between vegetation that strongly reflects near-infrared and the chlorophyll-absorption 

(red) part of the spectrum (Singh, 1989). NDVI has been proven to be a good detector of 

vegetation changes (PCI Inc., 2003). Where healthy, abundant vegetation is present, 

NDVI index values will be high (white) versus low values (black) where unhealthy or 

sparse vegetation and surfaces with no vegetation (such as bare soil, water, snow, ice or 

clouds) occur which can have near zero or slightly negative values (Mkhabela, et al., 

2005). Forsythe and Waters (2006) found that NDVI worked well in segregating urban 

industrial/manufacturing and newly excavated areas from residential districts.  

5.1.3 NDVI Results 

 The resulting NDVI product can be seen in Figure 5.1 which shows the presence of 

healthy, dense vegetation as white areas and as white “vein” like features. Black features 

on the outskirts of Toronto are cleared vegetation sites.  
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  Figure 5.1 – Normalized difference vegetation index

 



 

5.1.4 PCA 

 The next transformation used was Principal Component Analysis (PCA). PCA reduces 

the dimensions of information within the original image to components (or 

eigenchannels) that explain image variance. PCA essentially takes image data and 

“packs” them together with the first few layers explaining most of the variation (PCI Inc., 

2003). Lui and Lathrop, Jr. (2002) chose PCA for its simplicity, but PCA has been shown 

to be efficient in experimental results, especially when the number of principal 

components retained is properly selected (Azimi-Sadjadi et al., 1993; Benediktsson and 

Sveinsson, 1997). Forysthe and Waters (2006) found that PCA was effective in 

distinguishing urban green-space like parks and golf courses. 

5.1.5 PCA Results 

 The components that were chosen are seen in Figure 5.2 and 5.3. Components 1 and 2 

contain 99.18% (Table 5.1) of the variance when summed.  

Table 5.1 Variances of the principal components (eigenchannels) 

Eigenchannel Eigenvalue % Variance    
1 3274.1323 90.21 +   
2 325.5867 8.97 + = 99.18% 
3 22.3186 0.61 +   
4 5.7477 0.16 +   
5 0.9473 0.03 + = 0.81% 
6 0.5258 0.01 +   

Total 6642.61     
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  Figure 5.2 – Principal component 1 
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  Figure 5.3 – Principal component 2

 



 

Component 1 (Fig. 5.2) distinguishes where major land cover types meet. For example, 

the medium grey area that encompasses the City of Toronto and adjacent areas can 

represent areas of heavily developed urban areas. The light grey areas to the North may 

represent areas that are not developed and vegetation/agricultural areas. Water is easily 

distinguishable by black. Component 2 (Fig. 5.3) depicts greater detail by displaying 

vegetation in white which makes fairly distinguishable not only in the rural areas in the 

North, but within the heavily development urban areas of the municipalities. Different 

urban development is also distinguishable from black to light grey.  

5.1.6 Texture Analysis 

 The third and final information generation process was image texture analysis. It is 

known that the inclusion of texture measures raises classification accuracy (Forsythe and 

Waters, 2006). Texture is a characteristic that is an essential part of image data and 

usually important for target discrimination (Woodcock and Strahler, 1987). Texture 

analyzes grey level patterns and variations in a pixel’s neighbourhood (Armenakis et al., 

2003). Texture in an image implies that features in the image are not spatially 

homogenous, and produces an impression of roughness or smoothness created by tonal 

variation or the repetition of visual patterns across a surface (Irons and Petersen, 1981). 

Thus, non-homogeneity, or heterogeneity, of the features produces texture characteristics 

of different classes. Texture analysis would then be a logical step for image classification 

for urban/suburban and forest environments (Shaban and Dikshit, 2001). 

 Among the various texture algorithms, the grey level co-occurrence (GLCM) matrix 

approach is the most popular and effective (Conners and Harlow, 1980). GLCM is one of 

several statistical approaches to calculate texture in an image. To perform GLCM, a 
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moving window is usually used to define a pixel’s neighbourhood with the texture 

quantified assigned to a centre pixel. GLCM’s window results in a matrix which 

approximates the joint probability distribution of a pair of grey levels that are separated at 

a certain distance and certain orientation (PCI Inc., 2003). 

 The window size can vary depending on the image’s resolution and the land feature in 

question. It is said that the size of the window, however, must be large enough to cover a 

texture pattern, but not too small so as to capture more than one (Pesaresi, 2000; 

Pusissant et al., 2005 as found in Forsythe and Waters, 2006). Since some researchers 

have now found that higher spatial resolutions are better suited with smaller window 

sizes (Zhang et al., 2003), a 3x3 and 7x7 were both tested. The 3x3 window showed more 

detailed results than the 7x7 and therefore the 3x3 size was used. 

 Band 2 was utilized in this study for texture analysis because, as mentioned in Forsythe 

(2004), band 2 produced similar results to previous studies which made band choice 

recommendations. Band 2 also seemed to distinguish developed urban areas from green-

space areas. 

5.1.7 Texture Analysis Results 

 Homogeneity texture (Fig. 5.4) and Mean texture (Fig. 5.5) were chosen among a 

number of texture measures offered in the PCI software package based on their ability to 

differentiate various land features from each other. Homogeneity in Figure 5.4 is fairly 

discrete in value with red circled areas as examples of high homogeneity (PCI Inc., 

2003). A hypothesis was mentioned in the Introduction of the possible relation between 

high homogeneous-stress-free lifestyle of suburbs, and low homogeneous-stress apparent 

lifestyle of the inner city. This would suggest, if tested and proven, that the values 
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depicted by the red circles indicate areas of more stress-free environments for residents 

compared to areas of lower homogeneity. However, these results would have had to been 

derived from higher resolution images (such as ortho-photos) to capture and distinguish 

subtle urban features in order to measure texture at a higher level to test this hypothesis 

accurately.  

 Mean texture measures the average grey level in a local window (PCI Inc., 2003). Mean 

texture in Figure 5.5 displays urban built-up areas in detail, as well as highlighting urban 

features and agricultural areas that have similar spectral signatures. Zhang et al. (2003) 

found in their experimental results using 10m panchromatic SPOT imagery that 

Homogeneity and Mean were among the top five pair combinations for classification 

accuracy.
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Figure 5.4 – Homogeneity Texture (red circles indicate example areas of high homogeneity) 
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Figure 5.5 – Mean Texture

 



 

5.1.8 Stacked Layers 

 Next, nine layers were stacked to proceed with the classification process. The chosen 

layers began with bands 1 to 3 of the 2005 image. These three bands were used later on 

as the reference image in the accuracy assessment. Other bands, such as band 4 which 

distinguishes vegetation well, were not included because it may have been repetitive 

since band 4 was used in the NDVI calculation. Bands 5 to 7 are best known for uses not 

particularly vital in distinguishing urban features for this area of the Toronto CMA. The 

NDVI layer was added, as well as the first 2 components from PCA, and the 

homogeneity and mean texture measures. An empty band was also added as the input 

layer for the classification results in PCI. 

5.2 Classification 

 The 2005 Landsat image was classified with unsupervised K-means clustering. The 

maximum number of clusters allowed in PCI was used in order to distinguish between 

classes in areas of recently ploughed fields that could be misinterpreted as land changed 

by recent urban development (Forsythe, 2004). Having used supervised classification 

using reference data (e.g. GPS points) this misinterpretation may have occurred due to 

ploughed fields being made up of similar materials as some urban areas, thus having 

similar spectral signatures. Using the maximum number of 255 would increase the odds 

of the clustering algorithm separating these two types of classes from each other before 

class aggregation. The 255 clusters were then aggregated into 4 general classes: water, 

urban build-up, green-space (i.e., forest, agriculture, tall grass, brush, and parks), and 

bare land. The water class may have been unnecessary and had it not been classified, the 

accuracy assessment would have only focused on how well land covers were classified. 
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Because Lake Ontario occupies 35% of the image much of the stratifying in the accuracy 

assessment would focus on how well water was classified. And since Lake Ontario is the 

most influential, if not the only, body of water visible from the image it may be pointless 

to include it in the classification since it is urban areas under examination. However, 

excluding Lake Ontario from classification requires that it be cut from the image. Had 

this been realized prior to classification a different accuracy assessment may have been 

acquired. 

5.2.1 Classification Results 

 Figure 5.6 shows the results of the unsupervised classification with the 4 aggregated 

classes. .  

5.2.2 Accuracy Assessment 

 The last step in the classification process was the accuracy assessment. This was 

performed in PCI where 197 random points were generated across the reference image 

which is displayed over the layer consisting of the 255 assigned classes. The reference 

image used here was the original 2005 image in true colour. Other options include using 

ancillary data (e.g. a map, other GIS data). But attaining ancillary data for the same year 

that the classified image was taken proved difficult to attain. Each point was then 

attributed to one of the four aggregated classes by zooming in and judging which class 

the pixel (that the point was located on) was assigned to. An error matrix plainly 

describes the accuracy of each aggregated class with errors of inclusion and errors of 

exclusion. The error matrix is then used to calculate a series of descriptive analytic 

statistics (Congalton, 1991). 
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Figure 5.6 – Classification results with four aggregated classes 

 



 

5.2.3 Accuracy Assessment Results 

 Table 5.2 and 5.3 give the results of the accuracy assessment in accuracy statistics and an 

error matrix respectively.  

Table 5.2 Accuracy Statistics 

Class Name  Producer's 
Accuracy 

95% 
Confidence 
Interval  

User's 
Accuracy 

95% 
Confidence 
Interval  

Kappa 
Statistic 

Water 100.00% ( 99.324% 
100.676%) 

98.67% ( 95.404% 
101.929%) 

0.9788 

Urban 
Build-up 

82.86% ( 73.314% 
92.400%) 

86.57% ( 77.655% 
95.479%) 

0.7933 

Greenspace 70.83% ( 56.933% 
84.734%) 

77.273% ( 63.754% 
90.792%) 

0.7010 

Bareland 60.000% ( 7.059% 
112.941%) 

27.273% ( -3.592% 
58.137%) 

0.2541 

Overall Accuracy : 86.0%  95% Confidence Interval : ( 80.941% 91.059%) 
Overall Kappa Statistic : 0.797%  Overall Kappa Variance : 0.001% 

Table 5.3 Error Matrix 

 

Classified 
Data 

Reference Data 

 Water Urban 
Build-up 

Green-space Bare land Totals 

Water 74 1 0 0 75
Urban 
Build-up 

0 58 8 1 67

Green-space 0 9 34 1 44
Bare land 0 2 6 3 11
Totals 74 70 48 5 197

 Producer’s accuracy is the number of correct points that were assigned correctly to a 

class divided by the total number of points found that were randomly located in the class 

on the reference data (Story and Congalton, 1986), i.e. it indicates how accurately the 

analyst classified the image data by class column (NOAA, 2008). The user’s accuracy is 

the division of the number of random points correctly assigned to a class by the total 

amount of pixels that were actually classified to the same class, i.e., it measures how well 
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the classification performed in the field by class row (NOAA, 2008). For example, for 

Urban Build-up although 82.86% was correctly identified as such, 86.57% of the area 

classified as Urban Build-up is actually urban build-up. User’s accuracy allows the 

accuracy assessment to be stratified based on the areas of the classes. As mentioned 

before, water found in Lake Ontario occupied approximately more than 1/3 of the area 

found in the image. Thus, it is not surprising that 38% (74) of the randomly located points 

in the accuracy assessment were found in the Water class.  

 The producer’s accuracy was high for water (100%) and urban build-up (82.67%). Water 

was fairly easy to classify as much of it was found in Lake Ontario (user’s accuracy of 

98.67%). Streams and rivers were a little difficult to classify, as well as differentiating 

water from shadow since both have similar spectral characteristics (explaining the 1 point 

that was assigned as Water but was classified as Urban Build-up).  

 Urban build-up involved classifying all types of urban features (high rise, industrial, 

commercial, and residential areas). Outside the downtown core of the City of Toronto are 

areas of urban build-up that are surrounded by bare land and vegetation. The hardship in 

classifying urban features in a city like Toronto was to not include features other than 

urban build-up. Toronto has many mixed landscapes close to each other including 

vegetated areas. Thus, the producer’s accuracy (82.86%) for Urban Build-up seems 

understandable as it is not very accurate in the classification of a diverse environment. 

The user’s accuracy indicates that 86.57% of the pixels classed as urban are urban on the 

ground.  

 Bare land (including ploughed land) was to be separated from other land disturbed by 

urban development by using 255 classes before class aggregation; unsupervised 
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classification was necessary in order to create a mask to minimize this potential 

classification error (Forsythe, 2004). However, bare land was not easily distinguishable 

as there was confusion with urban and vegetated areas resulting in a low producer’s 

accuracy (60.0%) and user’s accuracy (27.273%).  

 Green-space included natural vegetation and agricultural vegetation. However, parts of 

these areas are close to urban areas which may cause confusion explaining why the user’s 

accuracy (77.273%) is not high. The error matrix reveals the confusion in the 

classification process. Overall, the accuracy of the classification is 86.0% which is 

relatively good compared to a similar study of Toronto between 1999 and 2002 in 

Forsythe (2004) in which almost 96% was reached for overall accuracy using pan-

sharpened Landsat ETM+ imagery for the sake of increased detail in the scenery. The 

overall accuracy is computed by dividing the total number of points from the major 

diagonal (i.e. total correct) by the total number of random points in the error matrix 

(Congalton, 1991). In a lecture on March 3, 2008, Dr. Wayne Forsythe stated that a 

minimum overall accuracy of 85% is needed today (W. Forsythe, personal 

communication, March 3, 2008), thus deeming this classification as acceptable.  

  

5.3 Image band differencing and Change detection 

5.3.1 Image band differencing 

Image band differencing is the process of one dated image being subtracted from 

another dated image to produce a new image (Jensen, 1996). The 1994 image was 

subtracted from the 2005 image using the image channel arithmetic algorithm (ARI) in 

PCI to extract land feature change (white) that occurred between 1994 and 2005 (Fig. 
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5.7). Combining image band differencing and unsupervised classification to detect urban 

change eliminates errors that could occur if agricultural change is mistaken for urban 

change (Forsythe, 2003).    
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 Figure 5.7 – Difference image showing extracted land feature change in white. 

 



 

5.3.2 Class Aggregation and Image Calculation 

 In Environmental Systems Research Institute’s (ESRI) ArcMap the classified 2005 

image and the difference image were reclassified. The difference image was reclassified 

into two classes, one representing overall change between 1994 and 2005 and the other 

no change. The aggregated classified image was also reclassified 1 to 4. The reclassified 

difference image was added to the reclassified aggregated classed image using the Raster 

Calculator. The calculation gave eight classes, four which represented areas where 

change had occurred to water, urban build-up, green-space and bare lands, and four 

where no change had occurred. The class representing new urban build up was isolated 

from everything else and overlaid over the original 2005 image to reference what had 

occurred since 1994 in terms of urban development on the outskirts of the amalgamated 

City of Toronto (Fig. 5.8). From 1994 to 2005, approximately 164.07 km2 of land has 

been disturbed (some excavated, some presently with urban build-up) which 

demonstrates that urban sprawl that has taken place during this time period. Much of the 

urban development occurred in municipalities surrounding the City of Toronto with a 

very small portion within the inner suburbs of Toronto (seen as dots).  
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Figure 5.8 – Urban development that occurred between 1994 and 2005. 

 



 

Methodology & Results (Part B) 

5.4 Aerial ortho-photos, texture mosaics 

 This next section outlines the steps taken to obtain regressions between neighbourhood 

indicators and texture statistics. In order to capture sparse urban features which cannot be 

detected well at low resolution (Alhaddad et al., 2007) high resolution data in aerial 

photos was used. A more complete investigation would have used the same geographical 

area portion of the Toronto CMA used in Part A of the methodology to examine the 

spatial differences of the suburbs to the City of Toronto. However, ortho-photos making 

up an area that size would involve large data storage needs and lengthy data processing 

times. The City of Toronto provides an area extent where storage space and data 

processing time was just appropriate for the time provided to complete this research. A 

more inclusive version of this research would encompass a longer research period.  

 

5.4.1 Ortho-photo mosaicing and texture analysis 

 Ortho-photos of the City of Toronto for 1997 and 2005 were collected with 187 images 

from 1997 and 640 images from 2005. Eight ortho-photos from 1997 were corrupted and 

were not used. The spatial resolution for 1997 was 0.5m and 0.2m for 2005. All images 

were mosaiced into one image for each year. The mosaic process involved the Mosaic 

tool in ERDAS Imagine software. Both mosaiced images were then transformed using a 

texture measure to display contrast texture across the city. The Contrast measure was 

chosen as the texture measure of choice after transforming mosaiced subsets for each 

year and looking for visual differences between urban build up features and all other 

features (Fig. 5.9 & 5.10). Contrast is the opposite of Homogeneity. Contrast measures 
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the local variation in the image; it is high when the local window has high heterogeneity 

(PCI Inc., 2003).  

 As mentioned earlier, the size of the window used in a texture analysis depends on the 

resolution of the image. For this exercise the best window size was found through trials 

with varying grey levels. For 1997, the parameters for the contrast texture were a 15x15 

window with 16 grey levels. For 2005, the parameters were a 21x21 window with 21 

grey levels. These parameters best displayed differences between urban features and 

everything else. The urban developed areas in Figures 5.9 and 5.10 are displayed in high 

contrast values. This is because much of the dense urban areas incorporate many different 

land features and are not homogeneous in relation to less dense urban developed areas 

that have green-space and open-land. For example, residential areas are made up of 

concrete, trees and grass, as well as asphalt and materials that make up housing units and 

buildings. 

 The texture results may have been affected by the absence of adjacent ortho-photos for 

1997. The contrast results could have benefited from the information in the unused ortho-

photos mentioned. Also, cut lines between each photo were not smoothed out (an option 

that was not realized). By not smoothing out the cut lines, radiometric differences 

between photos were not reduced (PCI Geomatica, 2008). This may have allowed large 

variances of radiometric values to be included in the mean contrast calculation. Thus, it 

can be assumed that the mosaic may not represent accurate contrast values for 1997.  
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 Figure 5.9 – Contrast texture for a mosaic of ortho-photos for the City of Toronto (1997) 
Produced by Sergio Barrios Jr. under License with the Ontario Ministry of Natural 

Resources © Queens Printer for Ontario, 20** 1997 and 2005 
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 Figure 5.10 – Contrast texture for a mosaic of ortho-photos for the City of Toronto (2005) 
Produced by Sergio Barrios Jr. under License with the Ontario Ministry of Natural 

Resources © Queens Printer for Ontario, 20** 1997 and 2005

 



 

5.4.2 Zonal Statistics 

 The mosaic texture images had statistics calculated for them and attributed to polygons 

using the Zonal Statistics to Table tool in ESRI’s ArcMap. The polygons were 1996 

enumeration areas (EA) and 2006 dissemination areas (DA) for the City of Toronto. Both 

shapefiles were projected according to the mosaic images. The mean contrast was 

calculated for each EA and DA within new tables containing the same information found 

in the attribute tables of the shapefiles. Figure 5.11 shows the mean contrast textures for 

the City of Toronto for 1996 and 2006 shapefiles.  

 The difference in mean contrast between 1997 and 2005 is slight. Aside from the values 

becoming higher in 2005, the patterns are similar with darker areas of homogeneity found 

on the edges of the city and lighter areas of increasing heterogeneity found towards the 

centre. In 2005, however, increasing pockets of heterogeneity have formed as indicated 

by light grey to white areas (8.23 to 17.22). 

 It is interesting to note that the priority neighbourhoods seen outlined in red (Fig. 5.11) 

are mostly found in areas with relatively high mean contrast values (>8.23) for 2006. The 

mean was calculated for the contrast values for the three study area extents within the 

City of Toronto: thirteen priority neighbourhoods, all neighbourhoods in the City of 

Toronto excluding the thirteen priority neighbourhoods (hereon referred to as PNs 

Excluded), and all neighbourhoods (City of Toronto) (Table 5.4).  

 Priority neighbourhoods were found characteristic of lower mean contrast levels (lower 

heterogeneity) while PNs Excluded on average had higher heterogeneity out of the three 

for 1996 and 2006. 
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Figure 5.11 – Mean Contrast Texture for Enumeration Areas (1996) and Dissemination Areas (2006) for the City of Toronto 
  

 



 

 As contrast texture dictates, one wandering in areas of PNs Excluded would on average 

encounter surroundings that are more mixed in different surface materials than in the 

priority neighbourhoods.  

Table 5.4 Mean mean contrast for the three study area extents of Toronto for 1996 
and 2006 

Year Study Area Extent Mean Mean Contrast
1996 Priority Neighbourhoods  2.7 

 PNs Excluded 3.33 
 Toronto 3.21 

2006 Priority Neighbourhoods  6.96 
 PNs Excluded 7.73 
 Toronto 7.61 
 

5.5 Census data 

Census data for 1996 and 2006 were collected from CHASS (Computing in the 

Humanties and Social Science), a University of Toronto source for census data. The 

variables collected were those described as neighbourhood vitality indicators as stated in 

the report Measuring Neighbourhood Vitality, written for the City of Toronto by GHK 

Consulting (Dobilas and Battye, 2005). This report examined previous reports and 

practices concerning neighbourhood vitality studies so as to develop and apply the best 

indicators for Toronto. Its purpose was to assist in creating a tool that would identify the 

necessary attributes in order to define neighbourhood vitality so that decisions would be 

informed and priorities set in regenerating Toronto neighbourhoods. The report also 

reviews indicator systems at the neighbourhood level from international, national, and 

local practices, and finally sets a list of domains, each with indicators chosen to examine 

Toronto’s neighbourhoods.  
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The report by Dobilas and Battye (2005) defines an indicator as “statistics or 

measures that provide evidence of conditions or problems”. The indicators are found as 

either qualitative or quantitative from varying data collection systems (e.g. customized 

vs. standard administrative). Indicators can also be regarded as neighbourhood asset 

(positive contribution) or drawback. An example is the percentage of dwellings needing 

major repair: high percentage possibly a deprivation and low percentage as an asset.  

The list of indicators in the report was narrowed down from a longer list using careful 

consideration; criteria were drawn from previous work that undertook similar synthesis. 

Every chosen indicator warranted logic and justification.  

Among the domains of indicators were Safety, Economy, Education, Urban Fabric, 

Health, and Demographics. Unfortunately a number of domains were inaccessible as they 

were not from census data, the only source of social/demographic data used in this report. 

The domains that were accessible were Economy, Education, Urban Fabric, and 

Demographics.  

A variable selection problem arose because of the dissimilarity between the variable 

types available for the 1996 census and 2006 census. The aim of this part of the research 

was to not only identify relationships between remote sensing (texture) and GIS (census 

data), but a time series analysis of texture correlations with a specific set of social 

variables for a trio of neighbourhood study area extents. However, the 2006 census 

variable list is lengthier and more detailed than the 1996 census variable list. Some of the 

variable names did not match from 1996 to 2006 (renamed a little differently). Thus, a 

list was comprised from out of the domains available and matched from both census 
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years. Table 5.5 contains the variable list mentioned as well as variable names that were 

assigned, their descriptions, strengths and weaknesses. 

 As a last note, missing or unavailable census data values for variables such as income or 

population were not included. Only those areal units which had values were used in the 

statistical analysis. This is but one method of handling census data, others estimate these 

missing values. One such example may take the weighted influence of values of 

neighbouring units depending on the size of the unit or the distance between centroids.  

 The indicator variables were then joined to either 1996 EA shapefile or the 2006 DA 

shapefile, depending on census year, and the two tables were then exported to SPSS 

(Statistical Package for the Social Sciences) for correlation analysis. Table 5.6 and 5.7 

display the correlation values of each of the 53 variables to the mean contrast values for 

the three study area extents for 1996 and 2006.  

 



 

Table 5.5 Selected List of Neighbourhood vitality indicators 

Domain Assigned 
Variable Name 

Description Strengths Weaknesses 

Demographics Nonmovers Nonmover status 1 year ago Show stability of 
neighbourhood  

Not clear who is moving 

 Movers Mover status 1 year ago "" "" 
 Nonmigrants Nonmirgrant status year ago "" "" 
 Migrants Migrant status 1 year ago "" "" 
 IntnlMigrants Internal migrant status 1 year ago "" "" 
 ExtMigrants External migrant status 1 year 

ago 
"" "" 

 Nonmovers5 Nonmover status 5 year ago "" "" 
 Movers5 Mover status 5 year ago "" "" 
 Nonmigrants5 Nonmigrant status 5 year ago "" "" 
 Migrants5 Migrant status 5 year ago "" "" 
 IntnlMigrants5 Internal migrant status 5 year ago "" "" 
 ExtMigrants5 External migrant status 5 year 

ago 
"" "" 

 LoneParMale Total Lone Male Parent Useful predictor; children 
here have less good outcomes 

Risk of stigma 

 LoneParFem Total Lone Female Parent "" "" 
 15-19 % age 15-19 Useful predictor; begin at 

working age 
 

 20s % age 20s "" "" 
 30s % age 30s "" "" 
 40s % age 40s "" "" 
 50s % age 50s "" "" 
 60s % age 60s "" "" 
 70s % age 70s "" "" 
 80s+ % age 80s and older "" "" 
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 PerRecImm Percent Recent Immigration (of 
total population) 

Neighbourhood stability 
change 

 

 PerNonOffLang Percent No knowledge of official 
languages (of total population) 

Predictor for citizenship and 
access to services 

 

 PerNonHomLang Percent Non-official home 
language (of total population) 

Indicates access to services; 
linguistic changes - useful for 
planning? 

Not show command of 
official languages 

Urban Fabric AutoDriver Mode of Transport Automobile - 
Driver 

Shows use of infrastructure - 
measure effects of transport 
plans 

Sensitive to issues of 
access 

 AutoPassen Mode of Transport Automobile - 
Passenger 

""  

 PublicTrans Mode of Transport Automobile - 
Passenger 

""  

 Walked Mode of Transport Walked ""  
 Bicycle Mode of Transport Bicycle ""  
 Motorcycle Mode of Transport Motorcycle ""  
 Taxicab Mode of Transport Taxicab ""  
 Other Mode of Transport Other ""  
 Popden Population Density (/km2) Good planning indicator No clear relationship 

between density and 
overcrowding 

 MajorRep Number of Occupied Private 
Dwellings Requiring Major 
Repairs 

Shows miss-match between 
supply of housing and 
demand to live in area 

 

 AvGrossRent Average Gross Rent Shows strength of demand 
and barriers to entry 

every 5 years presents 
wide trends 

 Owned Tenure - Number of Owners Shows mix of housing and 
tenures; and stability 

 

 Rented Tenure - Number of Renters ""  
 GrRent30+ Gross Rent Spending: 30% or Shows vulnerability and every 5 years presents 
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more of household income on 
shelter costs 

housing lose risk wide trends 

 OwnMajPay30+ Owners Major Payment 
Spending: 30% or more of 
household income on shelter 
costs 

Shows vulnerability  

Education TEduNone Total population with no 
education 

Good predictor of later 
outcomes (and of children) 

 

 AttainNoGr9 Attainment of less than Gr.9 
education, Pop. 15+ 

Good predictor of later 
outcomes  

 

 EduH Attainment of highschool 
education 

""  

 EduAppreTrd Education - Apprentice/Trades ""  
 EduUni Education - University ""  
 UniNoBach Education - University, No 

Degree 
""  

 UniYes Education - University, Degree ""  
 UniBach+ Education - University, Bachelor 

Degree and more 
""  

Economy W_EI Population with Employment 
Income 

Proxy for measure of poverty trends may be to changes 
in policy of criteria 

 Emp_Rate Employment Rate Central factor in preventing 
social exclusion 

 

 Ump_Rate Unemployment Rate ""  
 Avhhldinc Average Household income Proxy for median hhld 

income; key measure of 
social exclusion 

 

 AVINC Average income Added variable; may give 
some insight to distribution of 
wealth 

Influence of extreme 
incomes 

* Note: Strengths and weaknesses from Doblias and Battye (2005). 
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5.6 Stepwise Regression Analysis 

 Regressions show the direction and magnitude explanatory variables have on the 

dependent variable through coefficients. So, for purposes of this research, stepwise 

regression analysis was attempted with the mean texture contrast as the dependent 

variable. Six regressions were run: one for the entire City of Toronto, one for the Priority 

Neighbourhoods, and one for PNs Excluded for both 1996 and 2006.  

 Stepwise regression first starts with an empty model and then begins to add variables 

that are statistically significant (produces a significant F change). Each time a new 

variable is added to the model, the significance of variable already in the model is re-

examined. In other words, each step tests the significance of each variable currently in the 

model and then the variable with the highest p-value (e.g. p > 0.05) is removed. The 

model is then refitted without that variable before proceeding to the next step (Murnan et 

al., 2004). Stepwise regression is a widely accepted technique in that it is able to consider 

more (relevant models) than other techniques (e.g. forward or backward regression). At 

the same time, stepwise is much quicker when the number of explanatory variables in the 

model is large (Larsen, 2008). In preparation for regression, homoscedasticity and 

collinearity were addressed.  

 

5.6.1 Homoscedasticity 

 Homoscedasticity assumes that the variance found in the dependent variable is equal to 

those found in the rest of the data (independent variables) (Princeton University, 2007). 

The dataset used here did not have equal variances (heteroscedasticity) as seen through 

descriptive statistics. Performing a regression with heteroscedastic data will estimate 
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regression coefficients that are still unbiased but it is less efficient than those calculated 

from data that have been transformed (Ghilagaber, 2004). By using transformations, such 

as logarithmic or square-root for positive skewness, and powers for negative skewness, 

heteroscedasticity can be reduced to a reasonable level. Descriptive statistics were run in 

SPSS to examine the extent of skewness. Those with significantly positive skewness 

were transformed by square-root (as logarithmic transformations were not of assistance) 

and those with significantly negative skewness were transformed by powers. The option 

of removing outliers from the dataset was considered but not performed as values were 

spatially attached to EA and DA polygons which are spatially related. The analysis here 

requires the dataset to be as spatially whole as possible. 

 

5.6.2 Collinearity 

 Collinearity, or multicollinearity, is defined in econometrics as the presence of close 

association (linear or near linear relationships) among explanatory (independent) 

variables in a linear regression (Silvey, 1969). The purpose of regression analysis is “to 

estimate parameters of a dependency, not an interdependency relationship”, (Farrar and 

Glauber, 1967). Interdependency causes problems in regression because the high 

associations may have certain variables appear significant to the analysis when in truth 

they are only significant because of another variable included in the regression (Rawlings 

et al., 1998). This appears in inflated estimated coefficients with an incorrect sign at 

times. This can lead to unreasonable predicted values. Regressions, such as stepwise, may 

fail to recognize vital variable combinations (Hocking, 1983). It is important to examine 

collinearity before performing a regression so that issues caused by interdependency as 
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mentioned above are reduced. After focusing on homoscedasticity, collinearity within the 

independent variables was observed through a correlation matrix and determinant value 

in SPSS through factor analysis. Li and Weng (2007) used a similar method to isolate 

high correlations between variables as mentioned before. As with factor analysis, 

collinearity can cause problems in regression because it becomes difficult to determine 

the contribution of variables that are highly correlated (Field, 2005). Li and Weng went 

on to use create indices based on aspects of quality of life (Economic, Environmental, 

and Crowdedness) from the factor loadings in principal components having eigenvalues 

greater than 1. This step was not performed as domains of neighbourhood indicators were 

already created. 

 The following steps for observing collinearity are taken from Chapter 15 in Field (2005). 

A correlation matrix is produced showing the interrelationships between every indicator 

variable. In the matrix R > 0.8 are considered a high association as a rule of thumb (R 

representing the correlation coefficient). One method of reducing the high associations is 

the removal of variables with said R value. A high number of high associations were 

found between pairs of variables. The question then became: which of these two variables 

accounts for more in the other and would be best suited to then stay in the dataset? By 

removing the variable of the pair that is least accounted for in the other removes the 

chance that the removed variable would be included in the regression model because of 

its high association. This approach involves some decisions to be some what biased on 

the part of the researcher by removing variables to reduce collinearity when the amount 

of association between a pair of variables is significantly high. The determinant statistic 

indicates the presence of collinearity overall. A value of less than 0.00001 indicates that 
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collinearity is still present. This standard could not be sufficiently met in an attempt to 

isolate one variable list for all three study area extents. Thus, a sub sample of only four 

variables was selected from the fifty-one variables where collinearity would be low. 

 The significance level used was 0.05 which means there is a 5 percent chance that a 

sampling error was made. It is a commonly accepted level. A lower significance level 

would lower the chances of committing a sampling error but the analysis becomes less 

precise. A higher significance level thus, increases the chance of committing a sampling 

error. A significance level of 0.05 in a unique, experimental analysis of this type seems 

appropriate (McGrew, Jr. and Monroe, 2000).  

 

5.6.3 Stepwise Regression Results 

 The four variables used were average household income (Avhhldinc), attainment of high 

school education (EduHS), percentage of recent immigration (PerRecImm), and 

population density (Popden). These four were chosen for regression so as to have some 

indication of the value of contrast texture in social science investigations. Each one was 

taken from one of the four neighbourhood indicator domains. Correlations between the 

variables did not exceed ± 0.578 indicating low collinearity. The results of the stepwise 

regression models are found in Table 5.6. 

 The R square measures the amount of variance found in the dependent variable (i.e. 

mean contrast) that can be explained by the explanatory variables entered in a model. The 

adjusted R square measures the proportion of the variation in the dependent variable 

accounted for by the explanatory variables. Adjusted R square is generally considered as 

more accurate in measuring the goodness-of-fit than R square. The reason is adjusted R 
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square allows for the degrees of freedom associated with the sums of the squares. Also, 

when the adjusted R square is significantly lower than R square this normally means that 

some explanatory variable(s) are missing, thus not fully measuring the variation in the 

dependent variable. The adjusted R square can be used to compare model results which 

have a differing number of observations or independent variables (Natural Resources 

Canada, 2005).  

 All variances explained by the indicators are very small with the highest adjusted R 

square being 0.089 in the 2006 PNs Excluded model. Each model, however, had very 

similar R square and adjusted R square values for each indicator. Thus, the variation in 

the mean contrast may have been fully measured by the indicators that were included 

each in model. In the 1996 Priority Neighbourhoods model, for example, PerRecImm 

was the only indicator included which means it was the only indicator of the four chosen 

that was statistically significant, i.e., PerRecImm’s regression coefficient (-0.14) is 

significant at the 0.05 level. The other three indicators were not significant (p>0.05) and 

so not included. The regression coefficient indicates the direction and strength of the 

relation between an explanatory variable and the dependent variable. For PerRecImm, a 

negative sign indicates an inverse relationship, i.e. were the percent of recent immigration 

for priority neighbourhoods to decrease by 0.14 the value of mean contrast texture (or 

heterogeneity) would increase by 1. In other words, where heterogeneity would have 

been high the percent of recent immigration would be lower for priority neighbourhoods 

in 1996. The model’s R square (0.02) and adjusted R square (0.019) are not significantly 

different. Therefore, PerRecImm measures the variation of the mean contrast well enough 

and no other indicators were needed.  
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 A notable point is that two of the three 2006 year models had all four chosen indicators 

included in their models, whereas one 1996 model had two indicators (a maximum 

among 1996 models). In addition, the combinations of variables that are able to fully 

explain the variance are different from 1996 to 2006 for corresponding models (e.g. 

priority neighbourhoods 1996 have PerRecImm; priority neighbourhoods 2006 have 

EduHS and Popden).  
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Table 5.6 – Stepwise Regression Model Summaries.  
*Note: Dependent variable - mean contrast texture.  
Model  
  Coefficient R2 Adjusted R2 
1996 Priority 
Neighbourhoods 

Constant -0.017   

 PerRecImm -0.14 (*) 0.02 0.019 
     
1996 PNs 
Excluded 

Constant 6.11E-05   

 EduHS -0.063(*) 0.004 0.004 
     
1996 All of 
Toronto 

Constant -0.005   

 PerRecImm -0.085(*) 0.009 0.008 
 EduHS -0.066(*) 0.013 0.012 
     
2006 Priority 
Neighbourhoods 

Constant 0.696   

 EduHS -0.180(*) 0.048 0.046 
 Popden -0.120(*) 0.061 0.058 
     
2006 PNs 
Excluded 

Constant 0.008   

 EduHS -0.225(*) 0.044 0.043 
 Popden 0.204(*) 0.077 0.076 
 PerRecImm -0.120(*) 0.086 0.085 
 Avhhldinc -0.068(*) 0.09 0.089 
     
2006 All of 
Toronto 

Constant 0.005   

 EduHS -0.229(*) 0.052 0.052 
 Popden 0.154(*) 0.069 0.068 
 PerRecImm -0.128(*) 0.079 0.078 
 Avhhldinc -0.061(*) 0.083 0.082 
(*) Significant at 0.05 level. 
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Chapter 6: Discussion 

6.1 Research results  

6.1.1 Change Detection – Urban Sprawl for Toronto 

 Part A of the Methodology and Results identified urban build-up between 1994 and 2005 

outside the City of Toronto as seen in Figure 5.10. In this 11 year time-frame 

approximately 164.07 km2 of land had changed into urban build-up within the portion of 

the Toronto CMA examined in this report. This change in land due to urban development 

represents 54% of the total land change that had occurred. A very small portion of this 

change occurred within the inner suburbs of the Toronto, an amount that does not seem 

reasonable to blame for the reported increased poverty/inequality found today. However, 

the greater portion of sprawl in the surrounding municipalities should be examined in 

relation to the City of Toronto as to how much influence urban development in these 

areas may have on poverty today.  

  

6.1.3 Stepwise Regression 

 One possible explanation why collinearity could not be reduced is that each study area 

extent may have its own unique dataset that does not exhibit collinearity and that no one 

data set is suitable for all three. However, the process of finding unique datasets for each 

study area extent would be a great task using the method outlined earlier (especially if the 

initial dataset is lengthier to begin with). At this point it is obvious that this approach in 

handling collinearity through a correlation matrix for a large data set is not appropriate. 

Li and Weng used a correlation matrix for such a purpose but for a data set of only a 

dozen variables where collinearity may have been low to insignificant, compared to the 
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fifty-one variables used here where collinearity would have a better chance of being 

present. It seems that the variables collected from the census are too highly associated 

with each other and that a more efficient, accurate method of removing collinearity from 

a large variable data set for regression analysis is called for.  

 The regression models were fairly weak with 0.089 as the greatest variance explained by 

any of the models. The combinations of explanatory variables were also different 

between corresponding models for both years. This may implicate that a shift in what 

may account for variances in heterogeneity had taken place between 1996/97 to 2005/06.  

 As mentioned before, the 1997 mosaic lacked several photos and had visible cut lines 

where photos joined which may have had an influence on the texture analysis as well as 

the regression results in the 1996 models.  
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Chapter 7: Conclusion 

 Census data and remotely sensed imagery are essential sources of data in urban analyses. 

Remote sensing data record the physical properties of the environment and provide large 

variable descriptions in order to reveal significant regression results with texture as the 

dependent variable. Census data offer a variety of demographic and socio-economic 

information used in inequality research (Frey, 2001), urban planning and management. 

GIS has advanced to where spatial analysis of remotely sensed data and other sources of 

spatial data can be performed in an effective environment (Donny et al., 2001). Literature 

on relating remotely sensed data to census data for the purpose of using remotely sensed 

data as an indirect indicator of social area vitality is not abundant (see Li and Weng 2007 

and Jensen and Gatrell 2005). This research attempted to do so using contrast texture and 

neighbourhood vitality indicators created for the City of Toronto.  

 There were a number of factors that would have had an influence on the outcome of the 

analysis. The fact that contrast texture was averaged for each census polygon means that 

any large variance in texture would have been simplified through aggregation in each 

polygon. Texture information may have been lost in doing so and any conversion 

between raster to vector, or vice versa, can have that effect. Finding desirable aggregation 

units is important to reduce the loss of information. Also, the parameters used to produce 

the contrast values from the ortho-photo mosaics were user influenced. Since the settings 

of these parameters (grey levels, size of window) are dependent on the remote sensing 

platform too, similar research is bound to have varying results. Another issue is the pre-

analysis data preparation of the census variables. Other research may opt to use different 

tactics such as filling in suppressed census data instead of leaving those areas out of the 
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analysis. In a larger study, this approach may have improved the results; however, there 

are several things that were excluded due to this reason and described in the next chapter.  

 Texture analysis in change detection was first performed to show that suburban sprawl 

had taken place. Suburban sprawl was once to blame for some of the neighbourhood 

poverty/inequality that had taken place in the City of Toronto almost 5 decades ago. As 

priorities are now focused on re-building the social/physical infrastructure of 

neighbourhoods, suburbs may no longer be argued as a poverty mechanism. Over time 

this trend may have dissipated with changing economics, reduced crime, neighbourhood 

cultural blossoming, and on going gentrification within the city. However, it is possible 

that the degree to which suburban sprawl affects poverty can fluctuate over time in the 

City of Toronto. That is a subject for another research. 

 Perhaps the greatest finding this research may have uncovered is an area’s heterogeneity 

may influence, or be influenced, by variables that change over time. None of the 

corresponding models between 1996 and 2006 had the same combinations of significant 

indicators. However, had collinearity been reduced sufficiently between the 53 indicators 

more impressive results may, or may not, have been produced.  

 The magnitude that the missing photos and un-smoothened cut lines had on the 1996 

regression results remains to be seen. In speculation, the City of Toronto and its 

neighbourhoods may be under going a transition which may explain the weak regression 

models. Or perhaps there may be no significant relation between the spatial distribution 

of heterogeneity and these vitality indicators within the City of Toronto. Meaning it is 

possible this type of analysis is not meant for the City of Toronto in particular. Other 

cities may be similar to the City of Toronto in this regard, and others may in fact be more 
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“organized” with respect to heterogeneity. Developing world cities may be quite different 

from developed cities like Toronto, from the cost of living to mobility which often 

reflects differing approaches to public policies. In addition, population projections show 

some of the largest cities in 2015 will be in the developing world while some large cities 

in the developed world may experience population declines (Bugliarello, 1999). Applying 

an analysis such as the one attempted here to locations of differing policy making, larger 

populations, and customs may be very difficult.  
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Chapter 8: Recommendations 

8.1 Recommend Approaches  

8.1.1 Recommended Regression Approach: Principal Component Regression 

 Multicollinearities are usually, but not always, indicated by large correlations between 

pairs of variables. Various methods exist for choosing a subset that does not contain 

multicollinearities (Draper and Smith, 1998; Hocking, 1976; Miller, 1984, 1990 as seen 

in Jolliffe, 2002). Some of these methods are based on principal components with the 

best-known approach generally known as Principal Component (PC) regression. It is a 

method that combines linear regression with principal component analysis (Draper and 

Smith, 1981). It begins by using the principal components of the independent variables in 

place of the independent variables. It gathers highly correlated independent variables into 

a principal component with all principal components independent of each other. 

Essentially, this method transforms a set of correlated variables into a set of uncorrelated 

principal components (Liu et al., 2003). There are different ways on how to select the 

number of PCs for regression, each with their own setbacks as described in chapter 8 in 

Jolliffe (2002). What PC regression can do that ordinary least squares regression cannot 

is to explicitly indicate whether the removal of multicollinearity is problematic, i.e., if 

removing a substantial number of PCs will solve instability in the regression coefficients.  

 A detailed step-by-step method in SPSS can be looked up in Liu et al. (2003). Here, the 

regression method is completed through six steps. They discuss the procedure by stating 

that not only can collinearity be diagnosed and overcome using PC regression, but any 

variable’s relation to the dependent variable that conflicts with any a priori knowledge 

can be corrected as well while preserving the original information.  
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8.1.2 Other Recommendations 

 There were other approaches that were not apart of this report but may be of interest to 

future investigations. Aside from involving more data and applying PC regression, 

another approach would be to perform a more detailed time series analysis involving 

multiple mosaics, some from before 1997. Doing so may capture a trend or shifts in 

heterogeneity-indicator(s) relations.  

 Another approach would be to include the CMA in the texture-to-social variable 

analysis. This would give a wider scope as to where inequality has spread and where it 

has not. The one difficulty in doing so is the amount of data storage and computer 

processing power required when using aerial photos. The operational issue of making any 

corrections/adjustments made to the texture analysis can be costly in processing time. 

Finally, utilizing the option to smooth out cut lines in the mosaic may produce more 

reliable texture results. 

 A final recommendation is, if research is able to produce significant relations between 

heterogeneity (or perhaps another type of remotely sensed data) and census variables, to 

access neighbourhoods individually instead of a generalizing them. Many 

neighbourhoods may be similar in a number of regards, and generalizing may prove as 

time and cost efficient when accessing their needs, however, they each may have 

differences. Therefore, each neighbourhood may require different services and at varying 

scales.  
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